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Abstract
Since it can be challenging to estimate the mean of a sensitive study 
changeable when direct methods of information collection are used to elicit 
sensitive information, through the use of the randomized response technique 
(RRT), protect respondents' privacy while also obtaining more valid and 
reliable information. The present study introduces a set of log-type estimators 
for calculating averages through the utilization of the additive scrambling 
model. The estimators' mean square error (MSE) is determined a maximum 
of two degrees. There are defined circumstances in which the estimators 
perform better. An investigation was carried out utilizing three datasets, and 
the findings indicated that the suggested estimators outperform estimators 
found in the previous research both in efficiency comparison and empirical 
investigations. The first table shows the Mean Square Errors (MSEs) of the 
proposed and existing estimators used in this research, and we found out that 

7pz  has the smallest MSE, followed by the  1 2 3 4, , ,p p p pz z z z  and co. The second 
table show the same results where 7pz  is having highest Percentage Relative 
Efficiecy (PRE), then other estimators follows. This explain that it is the most 
efficient estimator in this research.
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Introduction
Today's society is filled with many delicate topics, 
like cases of rape, sexual practices, earned income 
that is not legal, etc. It can be challenging to gather 
information on these topics when using the direct 
questioning technique, which will ultimately lead to 
unreliable information gathered from respondents 

and unreliable estimates from the estimation of 
parameter of the study variable that is sensitive in 
nature. We employ a covert technique to gather 
information from interview subjects while maintaining 
their privacy in order to produce more accurate data 
and a trustworthy estimate. When data on delicate 
subjects are tainted by response bias and non-
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response, estimation becomes problematic. The 
tacit means of acquiring private data is employed to 
counter this.18 was the one who first presented the  
technique. Subsequently,13,18,19 introduced the 
quantitative version of their questionnaire to gather  
quantitative data on delicate topics for mean estimation.  
The use of additive models to get respondents to  
give randomized or scrambled responses was 
first introduced by5,13 presented and applied the  
multiplicative scrambling model. Additional 
references are.3,4,6

Numerous authors, including7,9,11 are among the  
researchers who have worked on sampling surveys 
and have estimated the population mean of the 
sensitive study variable in the presence of the 
non-sensitive auxiliary variable. In order to achieve 
precision, we plan to propose a few log-type 
estimators for the population mean estimation of 
sensitive study variables in the current study.     

Literature Review
Let 1 2, ,......., nz z z be randomized replies from n 
respondents who were sampled from population 
of size N with units 1 2, ,......., nz z z using the24 additive 
model Z=Y+S, where S is the jumbled variable,  
the distribution of which the researcher knows,  
with mean and variance as ( ) ( )211 2

1 1
0, 1

N N

i s i
i i

S N S S N S S−−

= =

 = = = − − 
 

∑ ∑ , 
the  study var iable’s mean and variance 
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i y i
i i

Y N Y S N Y Y−−

= =

 = = − − 
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∑ ∑ is unknown to the investigator  
but the mean and variance of the auxiliary variable
 ( ) ( )211 2

1 1
, 1

N N

i x i
i i

X N X S N X X−−

= =

 = = − − 
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∑ ∑  is provided by the respondents 

truthfully. The coefficient of variation for the scrambled  
response is given by ( )( )1/22

s
z

Var Y S
C

Y
+

=
  and the correlation  

coefficient between Z and X is given by  2

21

yx
zx

s

y

S
S

ρ
ρ =

+
 We

We established the following relationships for the 
relative error in order to derive the estimators' 
properties

( )1
0e Z z Z−= − , ( )1

1e X x X−= − , ( )01z Z e= + , ( )11x X e= + , ( ) 0, 0,1iE e i= = , 
( )2 2

0 zE e Cλ= , ( )2 2
1 xE e Cλ= , ( )0 1 zx z xE e e C Cλρ= .

Various Current Randomized Response 
Estimators in the Absence of Auxiliary Information
The first quantitative randomized response technique 
(RRT) model, known as the additive model, was 
described by19 for the purpose of estimating the 

mean of the quantitatively sensitive study variable.13 
further examined estimation along this line. 

When asking respondents for sensitive information,13 
thought that an additive RRT model would be the 
best option.

Z Y S= +  	 ...(2.1)

An estimator of yµ  and its variance are given by

PB y sz µ µ= +  	 ...(2.2)

( )
2 2
y s

PBVar z
n

σ σ+
=  	 ...(2.3)

In this case, the distribution of scramble variable S is 
known beforehand. An RRT model with multiplicative 
properties was presented by5 to extract sensitive 
data from respondents as

Z YS=  	 ...(2.4) 

An estimator of yµ  and it’s variance are given by

EH y sz µ µ=  	 ...(2.5)

( ) ( )
2

2 2 21 s
EH y y y

s

Var z
n

σσ σ σ
µ

  
 = + +     

 	 ...(2.6)

An optional RRT model with one stage multiplicative 
was proposed by.8 Respondents will give a jumbled 
response (YS) in this model if they believe the 
question is sensitive; otherwise, they will directly 
respond to the sensitive survey question (Y) with 
their genuine response. In this model, they assume 
that both Y and S are positive valued random 
variables and that the mean of the scrambling 
variable 1sµ =  and variance 2

sσ . Under this model, 
the reported response Z is given by

1Y with probability W
Z

YS with probability W
−

= 


 	 ...(2.7)

The mean of Z is given by

1

1ˆ ˆ
n

z y i
i

Z
n

µ µ
=

= = ∑  	 ...(2.8)

The variance of this unbiased estimator of the 
population mean yµ  is given by:

( ) ( )( )2 2 2 21ˆ y y s y yVar W
n

µ σ σ σ µ= + +   		  ...(2.9)
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It should be noted that W increases as ( )ˆ yVar µ  
increases and hence there is gain in efficiency 
compared to non-optional model when W=1. They 
also gave an estimator for the sensitivity level W as:

( )

( )( )
1 1

1 1log log
ˆ ˆ, 0 1

log

n n

i i
i i

z z
n nW W

E s
= =

 −  
 = ≤ ≤

∑ ∑
 	 ...(2.10)

5Multiplicative model was modified by3 to propose 
the forced quantitative RRT (FQRRT) model (1983). 
According to this model, each respondent is asked to 
use a randomization tool like a spinner to complete a  
Bernoulli trial. Let P represent the percentage of the 
delicate question that is answered. In all honesty, 
the researcher fixes this proportion if the spinner 
stops in the shaded area; if it stops in the unshaded 
area, (1-P) represents the proportion of reporting 
a scrambled response YS. The responses are 
distributed as follows.
    

1
i

i
i i

Y with probability P
Z

Y S with probability P


=  −
 	 ...(2.11) 

The unbiased estimator for yµ  and its variance are 
given by

( ) 1

1ˆ
1
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y i
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Z
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Where, ( )
( ) ( )
( )
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1
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µ

− +
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− +  

An information-gathering model for Y, the sensitive 
variable, was presented by 15 using the randomized 
response technique (RRT). This model is similar 
to 5 model, but he considered incorporating two 
scrambled variables   and   whose distributions are 
assumed to be known and independent of Y in the 
model. According to this model, each respondent 
is requested to provide the randomized answer as.

( )1 2Z S Y S= +  	 ...(2.14)

The unbiased estimator of yµ is given by

2

1

ˆ y s
s

zµ µ
µ

= −  	 ...(2.15)

Where 
1

1 .
n

i
i

z z
n =

= ∑  The variance of the estimator of yµ     

is given by

( ) ( ) ( )
2 1 1 2 1 2 1

1

2 2 2 2 2 2 2 2
2, 2

2

2
ˆ s s s s y s y s y s s

y
s

Var
n

µ σ µ σ σ µ µ σ µ µ σ
µ

µ

+ + + + +
=  	

...(2.16)

Where, ( ) ( )2 2
2,, 1, 2 , , 1, 2 ,

iy i y s yi iµ µ σ σ µ= =  are the popu- 
lation means and population variances of the 
variable of interest Y and scrambled variables and 
population second moment.

The optional scrambling model was presented by,6 
they identify Y as the quantitative sensitive variable, 
S as an additive random variable, and the observed 
responses from respondents are expressed as

1

i

i

i

Y S with probability P
Z

Y S with probability P

βα
α β

αβ
α β

 + = += 
 − − =
 +

 	
...(2.17)

Where,α  andβ  denote the constants are determined 
by the interviewer.

An estimator for yµ using the6 scrambling procedure 
may be expressed as

1

1ˆ
n

GS i
i

Z
n

µ
=

= ∑  	 ...(2.18)

The variance of ˆGSµ  can be derived as

( ) ( )( )2 2 21ˆGS s yVar
n

µ αβ σ θ σ= + +  	 ...(2.19)

( ) ( ) ( ) ( )2 2, , ,i y i y sE Y E S Var Y Var Sµ θ σ σ= = = = are the popul- 
ation means and population variances of the variable 
of interest Y and random variable S.
                                                             
9Proposed a two stage additive optional RRT 
model with two scrambling variables ( )1, 2iS i =   and 
are uncorrelated with mean 0

isµ =  and variance 2
isσ . 

Two independent subsample approach of size 
( )1,2in i = , are drawn from the population, such that 

1 2n n n= + . In the ith sample, a fixed predetermined 
proportion ( )0T  of respondent is instructed to tell the 
truth and the remaining proportion( )01 T−  of respondents 
have an option to scramble their response  
additively as iY S+  if they consider the sensitive 
question as sensitive or report truthfully if they 
consider the sensitive question non-sensitive. The 
distribution of their responses is given by
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( )( )
( )

0 0

0
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1i
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Y with probability T T W
Z

Y S with probability T W

+ − −= 
+ −

 	
...(2.20)

The mean and variance of Z are

( )01
i iz y s W Tµ µ µ= + −  	 ...(2.21)

( ) ( ) ( )( )2 2 2 2
0 0 01 1 1 1

i i iz y s sW T W T W Tσ σ σ µ= + − + − − −
 	

...(2.22)

The unbiased estimator for yµ  and W are given as 
well as their variances as

2 1

2 1

1 2ˆ s s
y

s s

z zµ µ
µ

µ µ
−

=
−  	 ...(2.23)

( )( )
1
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1s s
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Tµ µ
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9Proposed a two stage multiplicative optional RRT  
model with two scrambling variables ( )1,2iS i =  and 
are uncorrelated with mean 1

isµ =  and variance 2
isσ . 

Two independent subsample approach of size ( )1, 2in i = ,  
are drawn from the population, such that 1 2n n n= + . In 
the ith sample, a fixed predetermined proportion ( )0T  
of respondent is instructed to tell the truth and the 
remaining proportion ( )01 T−  of respondents have an 
option to scramble their response additively as iYS  if 
they consider the sensitive question as sensitive or 
report truthfully if they consider the sensitive question 
non-sensitive. The distribution of their responses is 
given by

( )( )
( )

0 0

0

1 1

1i
i

Y with probability T T W
Z

YS with probability T W

+ − −= 
−  	 ...(2.27)

The mean and variance of Z are

( ) ( )( )0 01 1 1
i iz y s W T W Tµ µ µ = − + − −   	 ...(2.28)

( ) ( ) ( )( )2 2 2 2
0 0 01 1 1 1

i i iz y s sW T W T W Tσ σ σ µ= + − + − − −  	 ...(2.29)

The unbiased estimator for yµ  and W are given as 
well as their variances as

( ) ( )2 1

2 1

1 21 1
ˆ s s

y
s s

z zµ µ
µ

µ µ

− − −
=

−  	 ...(2.30)

( ) ( ) ( )
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2 1

1 0

ˆ
1 1 1s s

z zW
z Tµ µ

−
=
 − − − −   	 ...(2.31)
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( )
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1 2

2 2

2 2

2 2
1 21 0
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1 1 1

z z

s s

Var W
n nz T

σ σ

µ µ

 
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 	 ...(2.33)

4Presented a randomization strategy that combines 
additive and multiplicative approaches. They believe 
that this combination can increase respondents' 
confidence regarding privacy protection because 
their model takes into account two scrambling 
variables, S and T. The observed responses based 
on this model are provided by:

Z TY S= +  	 ...(2.34)

They also assumed that ( ) 1TE T µ= =  and ( ) 0,SE S µ= =  then 
the mean and variance of Z are given by

z y T sµ µ µ µ= +  	 ...(2.35)

( )2 2 2 2 2 2
z T y y y sσ σ µ σ σ σ= + + +  	 ...(2.36)

The unbiased estimator ˆ yµ and its variance are given 
by

( )ˆ /y z s Tµ µ µ µ= −  	 ...(2.37)

( ) ( )( )2 2 2 2 21ˆ y T y y y sVar
n

µ σ µ σ σ σ= + + +  	 ...(2.38)

11Proposed a three stage additive optional RRT 
model with two scrambling variables ( )1,2iS i =  and are 
uncorrelated. Two independent subsample approach 
of size ( )1,2in i = , are drawn from the population, such  
that 1 2n n n= + . In the ith sample, a fixed predetermined 
proportion ( )0T  of respondent is instructed to tell the 
truth and a fixed predetermined proportion ( )0F  of 
respondents is instructed to scrambled additively iY S+  
and the remaining proportion ( )0 01 T F− −  of respondents 
have an option to scramble their response additively 
if they consider the sensitive question as sensitive or 
report truthfully if they consider the sensitive question 
non-sensitive. The distribution of their responses is 
given by

( )( )
( )

0 0 0

0 0 0

1 1

1i
i

Y with probability T T F W
Z

Y S with probability F T F W

+ − − −= 
+ + − −

 	 ...(2.30)

The mean and variance of Z are

( )0 01
i iz y sT F Wµ µ µ= + − −    	 ...(2.39)
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( ) ( ) ( )
0 0 02 2 2 2
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σ σ µ σ
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The unbiased estimator for yµ  and W are given as 
well as their variances as

1 2

1 2

2 1ˆ s s
ym

s s

z zµ µ
µ

µ µ
−

=
−  	 ...(2.41)

1 2

1 2ˆ
m

s s

z zW
µ µ

−
=

−  	 ...(2.42)
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( ) ( )
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2 1
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2 2
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22
1 20 0

1ˆ
1

z z
ym s s

s s

Var
n nT F

σ σ
µ µ µ

µ µ

 
= +  − − −    	 ...(2.43)
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22
1 20 0

1ˆ
1

z z
m

s s

Var W
n nT F

σ σ

µ µ

 
= +  − − −    	 ...(2.44)

When gathering data on a quantitatively sensitive 
variable for the purpose of estimating the population 
mean,10 took into consideration the subtractive 
randomized response technique (RRT) model. The 
model asks respondents to deduct the value of their 
random or scrambled variable (S) from a known 
distribution from the true value of the sensitive 
response or true response. As indicated by Z, Y is the 
observed/scrambled response and is provided by:

Z Y S= −  	 ...(2.45)

The scrambled variable S is distributed independently 
of the sensitive variable Y, whose mean 0sµ =  and 
variance 2

sσ  are known, then the mean and variance 
of Z are given by

z y szµ µ µ= = −  	 ...(2.46)

2 2 2
z y sσ σ σ= +  	 ...(2.47)

If 1 2, ,... nz z z  are the observed responses of sample 
size n then an unbiased estimator for yµ  is given by:

ˆ y z sµ µ µ= +  	 ...(2.48)

The variance of ˆ yµ is given by

( )
2 2

ˆ y s
yVar

n
σ σ

µ
+

=  	 ...(2.49)

Following their analysis of the quantitative model put 
forth by6,12 proposed an optional scrambling model. 
The observed responses can be expressed as:

1

2

3

i

i i

i

Y S with probability P

Z Y S with probability P

Y with probability P

αβ
α β γ

βα
α β γ

γ
α β γ


− = + +


= + = + +


=
+ +

 	 ...(2.50)

Where, ,α β andγ  denote the constants and are 
determined by the interviewer before the survey is 
conducted.

An estimator for yµ  using the12 scrambling procedure 
may be expressed as

1

1ˆ
n

NS i
i

Z
n

µ
=

= ∑  	 ...(2.51)

The variance of ˆNSµ  can be derived as:

( )
( )( )2 2

21ˆ s
NS yVar

n
αβ α β σ θ

µ σ
α β γ

 + +
 = +
 + + 

 	 ...(2.52)

( ) ( ) ( ) ( )2 2, , ,i y i y sE Y E S Var Y Var Sµ θ σ σ= = = =  are the population means 
and population variances of the variable of interest 
Y and random variable S.

Four randomized response models were compared 
by2 in order to extract sensitive information. The 
models are provided by 

1

i

i

i

Y S with probability P
Z

Y S with probability P

βα
α β

αβ
α β

 + = += 
 − − =
 +

 	 ...(2.53)

Z TY S= +  	 ...(2.54)

1

2

3

i

i i

i

Y S with probability P

Z Y S with probability P

Y with probability P

αβ
α β γ

βα
α β γ

γ
α β γ


− = + +


= + = + +


=
+ +

 	 ...(2.55)

Y with probability

Z Y S with probability

TY S with probability

γ
α β γ
β

α β γ
α

α β γ


 + +


= + + +


+
+ +

 	 ...(2.56)

An expression for the unbiased estimator is

1
1

1ˆ
n

A i
i

Z
n

µ
=

= ∑  	 ...(2.57)

2
1

1ˆ
n

A i
i

Z
n

µ
=

= ∑  	 ...(2.58)
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3
1

1ˆ
n

A i
i

Z
n

µ
=

= ∑  	 ...(2.59)

4
1

1ˆ
n

A i
i

Z
n

µ
=

= ∑  	 ...(2.60)

The variance expressions at ( ) 0E S θ= =  for all the 
models are reformulated as:

( ) ( )2 2
1

1ˆA s yVar
n

µ αβσ σ= +
 	 ...(2.61)

( ) ( )( )2 2 2 2 2
2

1ˆA s y y y TVar
n

µ σ µ σ σ σ= + + +
 	 ...(2.62)

( ) ( ) 2
2

3
1ˆ s

A yVar
n

αβ α β σ
µ σ

α β γ
 +

= + 
+ + 

 	 ...(2.63)

( ) ( )2 2 2 2 2
4

1ˆA s y T y yVar
n

α β αµ σ σ σ σ µ
α β γ α β γ
 +

= + + + + + + + 

 	
...(2.64)

Comparing the likelihoods found in12 with those found 
in.8 For the study variable that is sensitive, the mean 
estimator is provided by

1

1

n

i
i

z n z−

=

= ∑  	 ...(2.65)

The Variance of z is given by

( ) 2 2
zVar z Z Cλ=  	 ...(2.66)

Some Existing Randomized Response Estimators 
with Auxiliary Information 
In order to obtain information about Y indirectly,14 
employed the additive model and presented the ratio 
method of estimation as

s
Xz z
x

 
=  

 
 	 ...(2.67)

The mean square error of sz  is given by  

( ) ( )2 2 2 2s z x zx z xVar z Z C C C Cλ ρ= + −  	 ...(2.68) 

In order to obtain information about Y indirectly,16 
employed the additive model and presented the 
exponential ratio estimation method as

expsh
X xz z
X x

 −
=  +   	 ...(2.69) 

The mean square error of shz  is given by 

( ) ( )2 2 20.25sh z x zx z xVar z Z C C C Cλ ρ= + −  	 ...(2.70)

Materials and Methods
Proposed Estimator for Sensitive Study Variable
In this segment, we modified and suggested the 
estimator created by1 when sensitive study variables 
were present, along with alternative estimator 
classes as.

0p

xz Ln X
Xz

x

  −     =  	 ...(3.1) 

1
1 1 12 1 exp

2p
z X x x X xz u v XLn

x X X X x
−       − = + − +       +         	...(3.2) 

1
2 2 22 1 exp

2p
z X x x X x Xz u v XLn

x X X x x X
−         − = + − +         +           	

...(3.3) 

1
3 3 32 exp

2p
z X x x X x Xz u v XLn

x X X X x x
−         − = + − +         +         

 	...(3.4) 

1
4 4 42 exp

2p
z X x x X X x xz u v XLn

x X X x X x X
−         −   = + − +           +           

 	...(3.5) 

1 1
2 21

5 5 5
12 exp exp

2 2p
z X x x X X x x x Xz u v XLn

x X X x X x X x X
−

           − −    = + − +              + +                 	
...(3.6) 

1
6 6 6

12 1 exp
2 2p
z X x x x Xz u v XLn

x X X x X
−

       − = + − + −       +          
 	...(3.7) 

1
7 7 7

12 1 exp
2 3p
z X x x x Xz u v XLn

x X X x X
−

       − = + − + −       +            	...(3.8) 

The general form of the estimators (3.2) through 
(3.8) is as follows:

12 exp exp
2

a c

pi i i
z X x x X X x x x Xz u v XLn b d

x X X x X x X x X
−

         − −   = + − +            + +                	
...(3.9) 

Where, i =1,2,3,4,5,6,7 and a,b,c,d are real numbers. 
Applying the relative definitions from section one to 
(3.2) and (3.9), we get

( ) ( )

( )

1
0

0
1

1
1

1p

X e
Z e Ln X

X
z

X e

  +
+ −  

   =
+

 	 ...(3.10)  

( )
( )

( ) ( )0 1 11 2
1 1 2 1

1

1 1 1
2 1

2 1pi i i

Z e X e X eXz u v XLn G e G e
X e X X

−
    + + +

 = + − − +       +      	
...(3.11)    
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By streamlining 3.10 and 3.11, we arrive at (3.12) 
and (3.13).

( ) ( )
2

21
0 0 1 1 11 1

2p
ez Z e e e e

  
= + − − − +  

  
 	 ...(3.12)  

2 2
0 1 1 2 1 1 0 1 1 2 1

1 11
2 2pi i iz u Z e G e G e G e e v X e G e

       = + − + + − − − +                	
...(3.13)  

Subtracting z from both sides of (3.12) and (3.13), 
we obtained,

2
0 0 1 1 0 1

1 3
2p

Z Zz Z Z e e e e e
Z Z

    + +
− = − + −    

               ...(3.14) 

2 2
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1 11 1
2 2pi i i

Xz Z Z u e G e G e G e e v e G e
Z

       − = + − + + − − − + −                	
...(3.15) 

Taking the square root of (3.14) and (3.15) and using 
expectation on both sides to get the estimators' 
mean square as

( )
2

2 2 2
0

1 12p z x zx z x
Z ZMSE z Z C C C C

Z Z
λ ρ

    + +
= + −    

            ...(3.16) 

( ) 2 2 21 2 2 2pi i i i i i iMSE z Z u A v B u v C u D v E = + + − − +               ...(3.17)
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,

2
1
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2 x
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2
1
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2zx z x x

XC C C G C
Z

λ ρ   = − +       ,
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2 1
11
2 x zx z xD G C G C Cλ ρ  = + + −     , 

N n
Nn

λ −
= . 

Differentiating (3.8) with respect to ui and vi, equate 
to zero and solve, we have,                

2i
CE BDu
C AB

−
=

−  and 2i
AE CDv
C AB

−
=

−

Efficiency Comparisons
Provided certain conditions are met, the suggested 
estimators outperform estimators found in the 
literature.

( ) ( )0MSE z MSE z<  	 ...(4.1)

( ) ( )piMSE z MSE z<  	 ...(4.2)
2

21 12 0x zx z x
Z ZC C C

Z Z
ρ

    + +
− <    

     
 	 ...(4.3) 

2 2 21 2 2 2 0i i i i i i zu A v B u v C u D v E Cλ + + − − − − <   	 ...(4.4) 

( ) ( )0 sMSE z MSE z<  	 ...(4.5)
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( ) ( )0 shMSE z MSE z<
 	 ...(4.9)

( ) ( )pi shMSE z MSE z<  	 ...(4.10)
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ρ

       + +  − − − <                          ...(4.11) 

2
2 2 21 2 2 2 0

4
x

i i i i i i z zx z x
Cu A v B u v C u D v E C C Cλ ρ

 
 + + − − − − + − <  

   	
...(4.12)

Results and Discussion
This section presents empirical investigations that 
were carried out using three data sets to show 
how well the suggested estimators performed in 
comparison to some existing ones.

Population 1: [Source:17]

250, 80, 20.0074, 40.0029, 12.4384, 8.6517, 0.5557z x zxN n Z X S S ρ= = = = = = =

Population 2: [Source:17]

1000, 150, 200.0065, 2300.0016, 41.5169, 109.5119, 0.637z x zxN n Z X S S ρ= = = = = = =

Population 3: [Source:17]

100, 25, 3.0047, 15.0018, 4.2342, 4.461, 0.6304z x zxN n Z X S S ρ= = = = = = =

Using the three data sets, Tables 1 and 2 present 
the empirical results of the MSE and PRE of the 
suggested and current estimators. The suggested 
estimators exhibit lower PRE and minimum MSE 
across all populations. This illustrates how the highly 
efficient estimators that have been suggested can 
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yield more accurate population mean estimates 
when sensitive surveys are present than the 

estimators that have been taken into consideration 
in this study.

Table 1: MSE of proposed estimator and the existing ones using the populations

Estimators	 Population 1	 Population 2	 Population 3
 
z 	 1.315067	 9.767367	 0.5378535

sz 	 0.9657649	 7.426973	 0.4187068
shz 	 1.00627	 8.468694	 0.4722927

0pz 	 0.96566587	 7.417854	 0.3896769
1pz 	 0.294805	 5.449369	 0.1054512
2pz 	 0.294805	 5.449369	 0.1054512
3pz 	 0.294805	 5.449369	 0.1054512
4pz 	 0.294805	 5.449369	 0.1054512

5pz 	 0.09347122	 2.772475	 0.0713895
6pz 	 0.09347122	 2.772475	 0.0713895
7pz 	 0.02633714	 1.880148	 0.0599886

Table 2: PRE of proposed estimator and the existing ones using the populations

Estimators	 Population 1	 Population 2	 Population 3
 
z 	 100	 100	 100

sz 	 136.17	 131.51	 128.46
shz 	 119.98	 113.34	 113.88

0pz 	 136.18	 131.67	 138.03
1pz 	 446.08	 179.24	 510.05
2pz 	 446.08	 179.24	 510.05
3pz 	 446.08	 179.24	 510.05
4pz 	 446.08	 179.24	 510.05

5pz 	 1406.92	 353.30	 753.41
6pz 	 1406.92	 353.30	 753.41
7pz 	 4993.21	 518.50	 896.59

Conclusion
In this work, we proposed several log-type mean 
estimators for research variables that are sensitive, 
and we computed the mean square errors of these  
estimators. Based on the empirical results, the 
proposed estimators were seen to be more effective 
than the alternatives considered for this investigation. 
Accordingly, in situations where a sensitive issue is 
present, the suggested estimators ought to be 
applied when estimating the population mean.
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